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Abstract

The University–Industry (U–I) relationship is a fundamental part of innovation systems. A wide

spread of public resources has been given to promote this relationship and a large number of

studies has evaluated the results. However, while innovation theory identifies this relationship as a

positive instrument to increase firms’ performance, evaluation literature reports a wide range

of findings. The lack of conclusiveness results in theory and evaluation literature motivates this

meta-regression analysis (MRA), built on fifty-one micro-level studies published since 1995. After

controlling for publication selection bias, sample, and study heterogeneities, our results show a

small effect on firms’ performance. Specifically, the size of the effect is more significant for

technical outcomes than economic ones. These findings have a lot of relevance for universities,

firms, and policymakers for determining open-innovation strategies and public policies.
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1. Introduction

Since the early literature on technological change (Allen and Cohen

1969; Arrow 1974), academics and practitioners reckon that firms

cannot only rely on their internal resources; but rather that acquisi-

tion of external knowledge is a key determinant for their innovation

and performance (Cohen et al. 2002). Collaboration with different

types of organizations such as customers, suppliers, and research

partners is considered to be the primary source of external know-

ledge (Belderbos et al. 2004; Jensen et al. 2007; Nieto and

Santamarı́a 2010). Specifically, collaboration between universities

and industries is a driver of knowledge-transfer related to research,

science, and technology (Metcalfe 1995; Hagedoorn et al. 2000;

Hall et al. 2003).

Literature on university–industry (U–I) collaboration has identi-

fied an extensive set of interactions between partners aimed at trans-

ferring scientific knowledge to businesses (Rosenberg and Nelson

1994; Mansfield and Lee 1996; Argyres and Liebeskind 1998). In

particular, relationship-based mechanisms are a specific mode of in-

ter-organizational cooperation orientated to pursue an R&D assign-

ment together with or without a commercial orientation (Hall et al.

2003; Arranz and Fdez de Arroyabe 2008; Belderbos et al. 2015).

U–I relationships include a broad type of formal agreement such

as collaborative research, joint R&D, contract research, and con-

sulting (Perkmann and Walsh 2007). The relevance of these

relationships is mirrored by the fact that they represent one of the

most frequent policy instruments put in place by policymakers to

foster firms’ innovation (Barajas et al. 2012). The effects of these

relationships have been widely analysed at different levels (Jaffe

1989; Adams 2002; Boschma 2005), and they are an important part

of the foundations of evolutionary growth theories based on innov-

ation models (Etzkowitz and Leydesdorff 2000; Leydesdorff 2012).

But, for macro-economic effects to be generated, collaboration

between companies and universities has to be successful at an organ-

izational level (Grillitsch and Trippl 2018; Grillitsch et al. 2019).

Most academic literature and practical guides tend to point to the

existence of a positive impact on firms’ performance (OCDE 2018).

However, primary studies, in their attempt to investigate the exist-

ence of a causal relationship between U–I collaboration and com-

pany’s results, yield conflicting findings. U–I are found to impact

positively on firm’s performance; to have no effect at all, or even to

produce a negative impact. All three possible research outcomes are

well-reported in the literature.

This paper aims to shed light on this topic by doing the first

meta-regression analysis (MRA) of the quantitative microeconomic

literature on the impact of U–I relationships on firms’ performance.

So, in line with meta-regression studies of other innovation topics

(Dimos and Pugh 2016; Neves and Sequeira 2018; Ugur et al.

2020), we investigate this literature to determine the extent to which
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heterogeneous findings can be explained by the heterogeneity of

samples and empirical methodologies. The degree—if any—to

which this literature suffers from publication selection bias, and the

genuine representative effect—if any—established by this litera-

ture—after controlling for possible publication bias and sources of

heterogeneity on average—and firms’ technical and economic specif-

ic performance measures—will likewise be investigated.

Our results show that the main variables which explain the het-

erogeneity and estimated effect size of the primary estimates are: the

types of output measurements, research partners, relationships, and

firms’ sample and estimation characteristics. They also point out the

existence of publication bias and, on average, a small positive effect

on firms’ performance after accommodating and correcting for pub-

lication bias. Furthermore, our research revealed that there is a veri-

fiable medium-size effect on patent generation and a small negative

effect on innovative sales growth.

This paper has been organized as follows: In Section 2, we dis-

sect the theoretical framework of the U–I relationship and the main

causes of heterogeneity in their results; in Section 3, we explain the

methodology used; in Section 4, we present the results obtained

from the literature search and for the MRA; in Section 5, we discuss

the implications of these results; and finally, in Section 6, we present

the main conclusions, limitations of our work, and our future lines

of research.

2. Theoretical framework and heterogeneity
causes

In the previous decade, Perkmann and Walsh (2007) pointed out

that to offer a general conclusion about U–I relationships is difficult

due to the wide variety of analyses in terms of outputs, partners,

contractual arrangements, and firms involved. Since then, several lit-

erature reviews have tried to provide a general conclusion (Vivas

and Barge-Gil 2015; Mascarenhas et al. 2018; Sjöö and Hellström

2019; Skute et al. 2019). However, none of them has offered a quan-

titative estimation of the impact of the U–I relationship on firms’

performance as reported in the literature. Thus, their conclusions

have to be interpreted with caution.

In this section, we first review the theoretical framework behind

the U–I relationships focusing on the motivations of firms to engage

in this type of relationship. Second, we analysed different factors

which the literature has pointed to as the main causes of heterogen-

eity in the reported effects of U–I relationships’ impact on firms’ per-

formance. This enables us to identify a group of studies within the

heterogeneous literature that are sufficiently homogeneous for valid

investigation by MRA. We focus our analysis on types of output

measurements, research partners, relationships, and firms.

2.1 Theoretical framework
During the lasts 25 years, universities and other types of research

and technology organizations (RTOs) have orientated the greater

part of their efforts on their “third mission” (Mansfield 1995 D’Este

and Patel 2007). This third mission seeks the generation and trans-

mission of knowledge outside academics to increase social-economic

development based on technology and knowledge spillovers (Hall

et al. 2003). One of the most-used mechanisms to achieve this goal

is the collaboration between universities and industry on R&D proj-

ects (Beise and Stahl 1999; Adams et al. 2003). In the past, firms did

R&D in-house; they only had contact with the universities during

the recruitment process (Perkmann and Walsh 2007). However, as

the importance of introducing new technical product and process

increases to firms’ results grew, the relationship between firms and

research partners also grew (Nieto and Santamarı́a 2010). Today

there is a vast panoply of U–I relationships (Perkmann and Walsh

2007). Different types of firms (e.g., High-Techs and SMEs (Small

and Medium Enterprises)) collaborate with different types of re-

search partners (e.g., Universities and Research institutes (RIs))

searching for different results (e.g., patents and productivity growth)

under several types of relationships (e.g., joint R&D projects and

outsourcing). But, through all of them, firms pursue the generation

of a competitive advantage over their competitors (Philbin 2008).

From an economic perspective, U–I relationships have been

explained through the lens of transaction cost theory (Williamson

1981). Transaction cost theory assumes that firms’ ‘make versus

buy’ decisions are driven by their willingness to reduce both produc-

tion and transaction costs while protecting from opportunistic be-

haviour (Hagedorn et al. 2000). Specifically, relationships with the

university are seen as one of the leading ways to avoid the high cost

of internalizing intangible assets (Hall et al. 2003), scientific person-

nel (Perkmann et al. 2013), and R&D facilities (Becker and Dietz

2004). The cost reduction of the technological advance knowledge

can have a direct effect on firms’ results, increasing efficiency and fi-

nancial results (Medda et al. 2004; Belderbos et al. 2006; Aschhoff

and Schmidt 2008). Moreover, by establishing formal relationships,

both agents could avoid opportunistic behaviours focused on

exploiting the knowledge (Vega-Jurado et al. 2009; Barge-Gil 2010;

Nieto and Santamarı́a 2010).

From a strategic management perspective, these relationships

have been explained through the resource-based view (Barney 1991;

Das and Teng 2000) and stakeholder theory (Freeman and Reed

1983; Siegel et al. 2003). The resource-based view considers that

firms are boundlessly rational and undertake decisions based on the

needs of their technological capabilities (Hall et al. 2003). Through

relationships with universities, firms can access complementary

resources and knowledge, use collaboration as a learning vehicle to

accumulate and deploy new skills and capabilities, share R&D cost

and generate the opportunity to develop innovations to satisfy mar-

ket failures. From the stakeholder perspective, firms’ engagement

with universities could be regarded as a CSR practice (Christensen

et al. 2020). Universities and firms strive to satisfy social needs, and

their cooperation in this respect can improve the level of economic

development in a region, of innovation, and of educational develop-

ment in society (e.g., promoting R&D joint project orientated to re-

sponsible research and innovation). Taking these advantages of the

opportunities proposed by both strategic management perspectives,

firms could develop a range of competencies and capabilities that

lets them be more competitive in the market than their competitors

(Arvanitis et al. 2008; Fey and Birkinshaw 2005; Di Maria et al.

2019).

Both theoretical approaches claim that the existence of positive

effects at firm-level empirical literature has shown contradictory

results. For example, some authors, such as Arvanitis and Woerter

(2009), who analysed a sample of 2,428 Swiss firms, found that con-

sulting R&D activities has a positive impact on firms’ patent gener-

ation and innovative sales. Howells et al. (2012) found a positive

relationship between cooperation with higher education institutions

(HEIs) and the introduction of innovation and firms’ innovative

sales revenue, in a sample of 371 UK firms. Furthermore, Medda

et al. (2004) showed in a sample of 2,222 Italian firms how collab-

orative research with RIs has a positive effect on firms’ productivity.

However, the same work showed how collaborative research also
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has a negative effect on firms’ innovative sales. Others, like Kanama

and Nishikawa, who examined 1,001 Japanese manufacturing

firms, found the same results. Access to university knowledge could

increase firm innovation, but it is unlikely to result in profitable in-

novation. Furthermore, Tsai and Hsieh (2009), who analysed a sam-

ple of 1,346 Chinese manufacturing firms, found that joint R&D

with RTOs has negative results on innovative product sales. These

authors explain that the relationship between both agents could suf-

fer different types of dissimilarities such as operational (i.e., organ-

izational procedures) and cultural ones (i.e., goals and objectives)

(Sarkar et al., 2001).

All the above-mentioned studies analysed UIR (University-

Industry Relationships), although they address it from different per-

spectives. That is what other quantitative works and previous litera-

ture reviews have pointed out as the cause of the heterogeneity of

results (Perkmann and Walsh 2007; Vivas and Barge-Gil 2015;

Mascarenhas et al. 2018; Sjöö and Hellström 2019; Skute et al.

2019). Specifically, they have pointed out the differences in the main

characteristics of every U–I relationship: the output analysed, the re-

search partner involved, the type of relationship, and the firm

involved. We will use this same framework to address in detail the

heterogeneity of results reported in the literature based on these

characteristics.

2.2 Types of output measurements
Different types of measurement could find the result of the same U–I

relationship fruitful for both parts, only for one, or negative for

both (Perkmann and Walsh 2007). However, one of the companies’

main motivation for engaging U–I collaboration is to use it as a

‘window’ of scientific knowledge rather than for developing market-

able innovations (Caloghirou et al. 2001; Volpi 2017). In recent

times, this trend has changed due to the need for both partners to in-

crease the finalization degree of collaborative projects (Weingart

1997; Zapp and Powell 2017). For universities, the evolution of per-

formance-based research-funding systems (e.g., UK REF or Nordic

FOKUS) increased the need to measure their impact on society as

with, for example, measuring patent generation (Hicks 2012;

Bellucci and Pennacchio 2016). For firms, the need to improve fi-

nancial and economic results has increased the orientation towards

developing innovations from science-based relationships, for ex-

ample, developing new-to-market products (Faems et al. 2005;

Parrilli Alcalde-Heras 2016). That is why it is important to take into

account how the literature has measured the output of the U–I rela-

tionship. Based on Barge-Gil and Modrego (2011)’s work, it can be

addressed from technical and economic perspectives.

Technical outputs consider the generation of any type of

short-term output capable of being considered an innovation. This

measurement includes new products and processes (Becker and

Dietz 2004; Fey and Birkinshaw 2005; Nieto and Santamarı́a

2010), and patents (Arranz and Fdez de Arroyabe 2008; Fabrizio

2009; Hall et al. 2003). Most of the innovation literature tends to

accept the positive effect of this type of formal collaboration on

these outcome indicators (Arranz and Fdez de Arroyabe 2008;

Arvanitis and Woerter 2009; Nieto and Santamarı́a 2010). For ex-

ample, Nieto and Santamarı́a (2010) found a positive association

between U–I cooperation and product innovation in Spanish firms.

The literature which found a negative impact is residual (Adams

et al. 2003; Fabrizio 2009). However, there exists a sample of

studies which do not find strong evidence in one direction or

another (Fey and Birkinshaw 2005; Arvanitis et al. 2008; Barge-

Gil 2010).

Economic output considers the impact of medium- to long-term

effects on economic results, measured by total sales growth (Barge-

Gil and Modrego 2011; Fu and Li 2016; Di Maria et al. 2019), sales

growth of new products (Belderbos et al. 2004; Arranz and Fdez de

Arroyabe 2008; Frenz and Ietto-Gillies 2009), and added value or

productivity growth (Belderbos et al. 2004, 2006; Aschhoff and

Schmidt 2008; Harris et al. 2013). The consensus on the effect on

these outcomes is weaker in comparison with the technical outcome.

Some studies found a positive impact (Belderbos et al. 2004; Arranz

and Fdez de Arroyabe 2008; Aschhoff and Schmidt 2008).

However, others, such as Tsai and Hsieh (2009) found a negative

association between the U–I relationship and the share of new-to-

market innovative product sales and improved products in

Taiwanese firms (Hall et al. 2003; Kanama and Nishikawa 2017).

Besides, the literature which points to non-clear evidence is larger

(Belderbos et al. 2006, 2015; Frenz and Ietto-Gillies 2009).

2.3 Types of research partners
In the U–I relationships, the ‘University’ includes the traditional

view of ‘Academia’, but also encompass other types of modern re-

search organizations, such as RIs and public or private research

centres (Vivas and Barge-Gil 2015). Although all these research

partners pursue the same objective of increasing the scientific and

technological stock of knowledge of society (Jaffe 1989), they

could address society in different forms. Different types of re-

search partners could influence the result of the UIR so as to be

patent-orientated or to develop product or process innovations

(Yaşar and Paul 2012). As Perkmann and Walsh (2007) reviewed,

under the ‘university’ or ‘research partners’, there are three main

types of organizations: higher education institutions (HEIs), RIs,

and RTOs.

HEIs refer to the traditional meaning of Universities. These insti-

tutions play various roles in innovation systems (Teirlinck and

Spithoven 2012). Such roles include the education of students,

advances in the limits of the frontiers of knowledge, and collabor-

ation with society, known as the ‘third-mission’. In the last decade,

this third role has gained much relevance (Hou et al. 2019). HEIs

can be orientated to collaborate in creating new knowledge but also

to consult and guide in the introduction of innovations related to

new materials and technologies for reducing energy and materials

waste (Albahari et al. 2017; Biedenbach et al. 2018; Aiello et al.

2019). For example, Biedenbach et al. (2018) found a positive asso-

ciation between U–I cooperation and product and process innov-

ation in a sample of Swedish firms. The literature which found a

negative impact is residual (Fabrizio 2009). However, there is a sam-

ple of studies which does not find strong evidence in one direction

or another (Fey and Birkinshaw 2005; Arvanitis et al. 2008; Barge-

Gil 2010).

RIs can carry out activities mostly related to applied scientific

knowledge for developing innovations or patents (Hall et al. 2003).

That is due to the fact that RIs’ funds come from private sources

related to a specific industry (Huang and Yu 2011; Yaşar and Paul

2012) or from public administration, which understands the need to

establish strong research relationships between these organizations

and companies. Furthermore, the objectives of these organizations

are often project-oriented (Adams et al. 2003) and related to new

scientific fields such as microelectronics, biotechnology and materi-

als science (Hou et al. 2019). For example, Hou et al. (2019) find a

278 Science and Public Policy, 2021, Vol. 48, No. 2



positive impact of this partner on Chinese firms’ new-product-sales

revenue per employee. The literature which analyses this partner is

smaller than previous categories, and its effect is not clear (Brouwer

and Kleinknecht 1996; Medda et al. 2004; Arvanitis et al. 2008).

Finally, other scholars have referred to the organizations above

and to other types (e.g., public–private laboratories, public research

organizations) under the term: RTOs. Scholars using this category

do that because they consider that the common objective of increas-

ing the scientific and technological stock of knowledge of society is

enough to treat them as the same type of research partner. That is

why this is the leading category used in the literature (Becker and

Dietz 2004; Belderbos et al. 2004; Robin and Schubert 2013), and

the results are contradictory. Some of them found positive results

(Brouwer and Kleinknecht 1996; Belderbos et al. 2015). In contrast,

others addressed negative results or non-significant results with this

type of partner (Vega-Jurado et al. 2009; Barge-Gil and Modrego

2011; Nu~nez-Sánchez et al. 2012).

2.4 Types of U–I relationships
One of the main types of U–I collaboration is the inter-organization-

al agreements which imply formal relationships such as research

partnerships, contract research, and consulting. On an organization-

al level, this type of cooperation can be motivated to reduce transac-

tional costs of scientific knowledge and to use it as sources of

competitive advantage (Lai and Chang 2010). Perkmann and Walsh

(2007) pointed out that firms value these relationships over the

whole innovation cycle, not only for the initial supply of scientific

knowledge and inventions. However, in some cases, research part-

nerships or collaborative research are more orientated to basic re-

search than consulting or contract research. Based on the degree to

which the inter-organization is orientated to obtain a specific out-

put, two types of contractual forms can be established: research

partnership and service research.

Research partnership includes collaborative research and joint-

research ventures between universities and firms. This type of col-

laboration is usually conditional on public funding, but it could also

be funded by private institutions (Adams et al. 2003; Caloffi et al.

2018). This relationship is the most complex since it implies that

both types of organizations pool their R&D resources, infrastruc-

tures, and personnel in a form of joint work to achieve the general

objectives of the project, as well as the specific goals of both organi-

zations (Fabrizio 2009). Using firm-level evidence, Radicic and

Pinto (2019) find a positive effect on product and process-innov-

ation in Spanish low- and medium-low-technology industries, al-

though others like Medda et al. (2004) do not find strong evidence

of positive returns on collaborative research with universities in

enhancing productivity in Italian firms.

Service research implies an externalization of the company’s

R&D activities in the facilities and laboratories of the research or-

ganization (Darby et al. 2004; Hou et al. 2019) and consulting activ-

ities (Brouwer and Kleinknecht 1996; Arvanitis and Woerter 2009).

The relationship could be less complicated than research partner-

ships, since it is not necessary to combine resources, but rather es-

tablish a contractual relationship which is linked to achieving the

objectives set by the company that is financing the project.

Moreover, consulting implies a formal agreement based on the pos-

sibility of the university advising the company on R&D activities for

new products (Perkmann and Walsh 2008). Consulting usually hap-

pens in the initial stages of launching new products or implementing

new organizational processes in a company (Brouwer and

Kleinknecht 1996; Arvanitis and Woerter 2009; Di Maria et al.

2019). In this case, the collaboration can be more flexible and devel-

oped in different ways, always based on mutual adaptation. On an

organizational level, some authors like Grimpe and Kaiser (2010)

find a positive relationship between R&D outsourcing and German

firms’ innovative performance.

2.5 Types of firms
Since Laursen and Salter (2004)’s works some part of the scholar’s

studies have focused on what types of firms may benefit more from

a relationship with research partners. Some of them have analysed

firms’ internal resources and capabilities (Escribano et al. 2009;

Grimpe and Kaiser 2010), while others have focused on the environ-

ment in which the UIR is developed (Buerger et al. 2012; Caloffi

et al. 2020). However, the most important topic could be the firms’

attributes; this research topic has been addressed from two main

perspectives: the industrial perspective, focusing on high-tech com-

panies (Hall et al. 2003; Kim 2012), and manufacturing firms

(Becker and Dietz 2004; Hewitt-Dundas et al. 2019), and from a

Schumpeterian approach, focusing on small and more dynamic firms

(Belderbos et al. 2006; Neyens et al. 2010; Hewitt-Dundas et al.

2019), and those which are innovative because they have developed

R&D activities and innovative routines (Barge-Gil 2010; Yu and

Lee 2017).

Companies based on high technologies include aerospace, soft-

ware, and biotech firms, among others (OCDE 2018). These firms

tend to be knowledge-intensive (Cosh and Hughes 2010), and due to

this, the relationship with universities can be essential for high-tech

firms to overcome their constraints and boost innovation and patent

generation. Specifically, the relationship between research organiza-

tions and biotech companies has been deeply analysed (Hall et al.

2003; Fabrizio 2009; Wang et al. 2013). However, the effects of col-

laboration between this type of firm and universities are not clear.

For example, Kim (2012) does not find a positive influence on the

developing of new products in a sample of US biotech firms.

Sector and industry differences have also been taken into account

in the literature as control variables (Aschhoff and Schmidt 2008;

Belderbos et al. 2015). However, other studies delve deeper into the

differences between specific sectors (Ukpabio et al. 2016). The main

classification done here is between manufacturing and service firms

(Becker and Dietz 2004; Belderbos et al. 2004; Hewitt-Dundas et al.

2019). Manufacturing firms orientate their collaboration to intro-

duce new products or techniques which increase economic results

and productivity. For example, Zhang et al. (2019) find a positive

relationship between U–I relationships and innovation in a sample

of listed Chinese manufacturing firms.

Since Schumpeter’s work (Malerba and Orsenigo 1996), firm

size has also been an important topic in the discussions of what

firms innovate (Cohen 2010). Some researchers have focused their

analyses on the SME firms, which can be more innovative due to

their capacity to assimilate new knowledge and routines faster

(Belderbos et al. 2006; Neyens et al. 2010; Hewitt-Dundas et al.

2019). For example, Nieto and Santamarı́a (2010) find a more posi-

tive interaction between small companies and Spanish manufactur-

ing firms than the effect produced in technological collaboration in

medium and big firms. However, Neyens et al. (2010) found non-

significant results in a sample of 217 German firms.

Finally, the consideration of “innovative firms” as also been

studied (Cohen 2010). These firms are those which develop R&D

activities and those which introduce a kind of innovation, and are
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the most studied category. Innovation surveys have created a

vast amount of data regarding this type of firm (Hong et al. 2012).

The scholars argue that this type of firm could suffer fewer oper-

ational dissimilarities with research partners and would obtain bet-

ter results than others. Some studies, such as Inauen and Schenker-

Wicki (2011), find a positive causality between university collabor-

ation and product innovation in a sample of stock-listed companies

from Germany, Switzerland, and Austria. However, others do not

find positive results (Barge-Gil 2010; Yu and Lee 2017).

3. Methodology

3.1 Data collection and literature search
Our search for studies and data selection meets the MAER-NET

guidelines (Stanley et al. 2013). The starting point of this technique

is a systematic literature review to track down every academic paper

that studies the impact of U–I collaboration on firms’ performance.

First, adapting Perkmann and Walsh (2007) and Vivas and

Barge-Gil (2015)’s search protocols, we started establishing a group

of keywords that were representative of the main concepts used in

the previous literature. The chosen keywords were grouped into five

categories, presented in Table A.1 (see Appendix 1). The first cat-

egory was used for grouping keywords referring to universities and

research partners (University). The second category contains col-

lected terminology for firms (Industry). The third group included

terms to describe the collaboration (Collaboration). The fourth

group collected keywords addressing the type of interaction

(Relationship). The fifth and final group collected keyword termin-

ology for impact evaluation of performance (Impact).

Second, we chose the Web of Knowledge and Scopus databases

for this review. The first search string returned a total of 16,891 publi-

cations from both databases. The list of publications was then nar-

rowed to those articles (both published and unpublished but available

before our cut-off date of 26 November 2019) related to social science

and science and technology areas (see Appendix 1, Table A.2) in

which the evaluation of U–I relationships could be analysed from our

same perspective. The total number decreased to 5,954, results after

duplicates were removed. This is a considerable number of docu-

ments, the main explanation for it being that the keyword ‘University’

covers a vast number of topics. (For comparison, Vivas and Barge-Gil

(2015) obtain similar results). So, we did a screening process to in-

clude only those studies which analyse the quantitative evidence of the

impact of the U–I relationship on firms’ performance.

Accordingly, we established exclusion criteria based on the limi-

tation of the MRA analysis: (1) the article must use empirical quan-

titative regressive methods (semi-parametric and non-parametric

approaches were excluded), (2) the effect must be analyses from the

firm’s output perspective (analyses of inputs or pure spillovers were

excluded), and (3) there must be an inter-organizational agreement

(informal relationships were excluded).

Finally, the dataset consisted of 173 estimates from fifty-one

studies directly related to U–I relationships, featuring results and

data, and examining a measure of firm performance. The studies

are listed and summarized in Table A.3 (see Appendix 1). Finally,

to achieve the highest standards demanded of scientific rigour, we

contrasted our final set with the sets of Vivas and Barge-Gil (2015)

and Perkmann and Walsh (2007). We corroborate that all papers

listed in their analyses address our inclusion criteria.

3.2 Coding methodology
In order to develop a MRA (Stanley and Doucouliagos 2012;

Stanley et al. 2013), we needed to quantify and classify the relevant

information from each study. We recorded the following article

information: author’s name, year, title, method of data collection,

effect size of interest and standard error (based the author’s report),

number of observations, time period that the analysis involved,

country in which the observations were studied, type of collabor-

ation, partner and outcome, among other studies’ main characteris-

tics—see Table 4 for the complete list of the studies’ coding

dimensions.

3.3 Conversion to a common effect size
As pointed out in the background theory, there are specific charac-

teristics of the U–I studies which could influence the output.

Moreover, the existence of different measures for each type of im-

pact complicates the analysis because although they are related, they

are not equal. However, a similar problem has already been over-

come by Stanley and Doucouliagos (2012). These authors recom-

mend converting each estimated coefficient to the partial correlation

coefficient (PCC) as a standard metric. This enabled us to compare

the connection between U–I relationship and firm performance

through different specifications and alternative measures. To include

as many estimations as possible, U–I relationship impact on firm

performance was measured via the PCC.

PCC is a unit-free measure of the magnitude and direction of the

association between an independent variable over a dependent vari-

able, arrived at by holding others included in the model constant

(Dimos and Pugh 2016). In this case, we used them to isolate the ef-

fect of U–I relationship on the firm’s performance. Using PCC in

MRA has several advantages compared with other potential-effect

size measures such as correlations or Fisher’s Z-transformation

(Stanley et al. 2018). PCC and its standard error calculation formula

are as follows:

PCCi ¼
t ffiffiffiffiffiffiffiffiffi

ðt2þdfÞ
p

�
(1)

SEpcci ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1�PCC2Þ

.
df

r
(2)

where t stands for the t-statistic on the estimated U–I relationship ef-

fect and df for the degrees of freedom extracted from the respective

estimate in the primary literature.

4. Results

4.1 Characteristics of included studies
In order to ascertain the main attributes of the studies analysed, we

account for the study’s publishing year, journals, and countries, and

the specific characteristic of the U–I relationships.

A descriptive analysis of our results shows us that half of the

studies were published after 2011. The literature suffers a reduction

in number of papers in the period of 2013–2016; however, in the

last year of the decade, this relationship grabbed the attention of

academics and practitioners as the role of science-driven innovation

had become a key concern for firms’ performance. Furthermore, the

three most interesting journals dealing with this relationship are

Journal of Research Policy (15.69% of the studies), Technology

Transfer (15.69%), and International Journal of Technology

280 Science and Public Policy, 2021, Vol. 48, No. 2



Management (7.84%). To determine countries with the most re-

search regarding U–I collaboration, a simple counting of papers was

conducted. The most-analysed countries are Spain (23.52%), the

USA (13.73%), and Germany (13.73%).

As we reported in the theoretical discussion, there is a natural

difference between the different characteristics of U–I relationships

which are the cause of the heterogeneity. Focusing on the output

measurement, we differentiated between technical outcome

(67.63% of the observations), which includes the studies which

measure this impact in terms of product or process innovation and

patent generation, and economic outcome (32.37% of the observa-

tions), which includes studies which analysed the increase in sales,

innovative product sales, and the firm’s added value or productivity.

The classification based on the types of relationships was between

research partnerships (88.44%) and service research (11.56%). The

former includes joint R&D and cooperation agreements, the latter,

contract or outsourcing research inter-organizations. The final cat-

egory was based on the types of research partners. We differentiate

between research and technology organizations (43.35% of the

observations), which is the most used category because it does not

distinguish between Higher Education Institutes (47.40%) and RIs

(9.25%).

4.2 Meta-regression analysis
In this section, we first measure the existence of a real effect be-

tween U–I relationships using the weighted averages of the esti-

mated results. Second, we study the degree of a potential

publication selection bias through the FAT-PET-PEESE approach.

Third, an estimation of the real effect of U–I relationships on the

new patent generation and innovative sales growth is made.

Finally, the sources of heterogeneity effect size established by this

literature after controlling for possible publication bias are

evaluated.

4.2.1 Basic MRA

Beginning with our meta-analysis, Table 1 shows overall weighted

averages of PCCs of the U–I relationship effect on firm performance.

The inverse of its variance weights each PCC. The fixed effect esti-

mates (FEEs) weights each effect estimation by the inverse of its

squared standard error ð1=SE2
i Þ. The random effect estimates (REEs)

use more complex weights that allow for excess between-study het-

erogeneity (s2), as well as individual estimation error,�
1=ðSE2

i þ s2Þ
�

. However, according to Stanley and Doucouliagos

(2015), the FEE and REE estimator provides estimates inferior to

unrestricted weighted least square (WLS), especially when there is

publication selection bias and heterogeneity, as here.

In Table 1, average estimates of the PCCs are reported; all of

them are greater than zero. Analysing WLS results, it appears that

the partial correlation between U–I relationship and firm

performance is 0.024. As per Doucouliagos (2011), economic guide-

lines for assessing the strength of a correlation coefficient, U–I col-

laboration, have a small effect on firm performance. This effect size

could be a result of the non-existence of a real impact, or due to the

existence of heterogeneity. The Cochran’s Q-test indicates clear evi-

dence of excess heterogeneity beyond what is measured by random

sampling alone (P<0.001). To account for this heterogeneity, we

identify a group of moderator variables, in the relationship between

U–I cooperation and firm performance, which can produce it (see

Table 4). However, before we turn to analysing them through a mul-

tiple meta-regression, we need to explore whether there is publica-

tion selection bias and how it might affect the reported output

estimates in the literature.

4.3 Publication selection bias
Publication bias occurs whenever the research that appears in

the published literature is systematically unrepresentative of the

population of completed studies (Rothstein et al. 2006). It can be

the result of a specification search to obtain estimates of a particular

sign or—especially in small sample studies—to get more significant

estimates to offset more significant standard errors. The usual way

to analyse the existence of publication bias is through a funnel graph

(Schmidt and Hunter 2015).

Figure 1 shows a funnel graph of the effect of U–I collaboration

on firms’ performances. On the horizontal axis, the estimated effect

derived from each study’s PCC is displayed; and on the vertical axis,

the precision of the estimate measured by the inverse of its standard

error. More precise estimates will be close to the real underlying ef-

fect, while the imprecise estimates will be more dispersed at the bot-

tom of the figure. Therefore, in the absence of publication selection,

the figure should resemble a symmetrical inverted funnel plot. The

dashed line represents the median and the solid the average reported

effect. A visual inspection of Fig. 1 suggests an imbalance in the

reported impact of U–I relationships, as the right side of the funnel

appears to be heavier. This finding indicates that positive estimates

above zero may be preferably selected in the published studies.

However, visual methods are subjective, so we test for publica-

tion bias statistically. To carry out this test, we follow an approach

well-known in the meta-analysis literature, namely the basic meta-

regression or Egger’s regression (Equation 3) (Egger et al. 1997;

Stanley and Doucouliagos 2012; Schmidt and Hunter 2015).

ri ¼ a0 þ aiSEi þ ei (3)

where ri is the estimated effect (in this case, PCC), SEi is its standard

error, and ei the conventional random sampling (or estimation)

error. The term ai is used to test for publication bias.

Through this regression, we contrast two hypotheses. First, the

null hypothesis that a1 ¼ 0: this test provides statistical evidence

whether or not there is any publication selection bias and is known

as the funnel asymmetry test, or ‘FAT’. Second, Egger’s regression

also tests the null hypothesis that a0 ¼ 0: this test identifies whether

there is any underlying empirical effect remaining after potential

publication, and is known as the Precision Effect Test, ‘PET’.

If the PET fails to reject the null hypothesis of no effect, then a0

is taken as the estimate of overall effect with the understanding that

it is statistically insignificant from zero. If the PET rejects the null,

then a new specification is estimated, and the associated estimate of

c0 represents the best estimate of the overall effect, known as the

precision effect estimate with standard error, PEESE test. (Stanley

and Doucouliagos 2012; Alinaghi and Reed 2018). According to

Table 1. Unweighted and weighted averages of PCCs.

Ba (1)FEE (2)REE (3)WLS

Asverage 0.024 0.041 0.024

95% CI 0.022–0.027 0.033–0.050 0.17–0.031

N 173 173 173

K 51 51 51

Notes: Columns (1–3) report the overall weighted average for PCCs. FEE,

REE, and WLS denote fixed effects, random effects, and unrestricted WLSs,

respectively. N is the number of estimates. k is the number of studies.
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Stanley et al. (2018), instead of using the standard error of the

PEESE test, we use the variance of the estimated coefficient ðSE2
i Þ,

which gives a better estimate of the size of the genuine effect, cor-

rected for publication bias (Equation 4).

ri ¼ c0 þ ciSE2
i þ ti (4)

The FAT–PET–PEESE model for PCCs of all 173 estimates is

reported in Table 2. Columns 1 and 2 report use FAT–PET using un-

restricted the WLS approach. As stated before, we preferred this ap-

proach rather than FEE or REE, because both meta-regression

models (1) and (2) suffer heteroskedasticity resulting from the

reported effects’ widely different standard errors. MRA regression

coefficients from the unrestricted WLS-MRA models can be used to

test for the presence of publication selection bias (H0: a1 ¼ 0), and a

genuine effect beyond publication selection bias (H0: a0 ¼ 0).

However, due to several estimates reported by most studies and in

order to offer a robust analysis, we also report results corrected for

potential within-study-dependence as well as calculated robust

standard errors (Columns 5 and 6).

It must be noted that estimates provide evidence of publication

bias (â1 ¼ 1.083). However, there is a possibility that this bias is

due to other moderating factors (e.g., study characteristics and

sample characteristics). Besides, as a result of the rejection of the

null hypothesis (â0 ¼ 0.013), we can assume there is clear evidence

of a positive effect of U–I collaboration on firms’ performance: a

PEESE test confirms this effect (ĉ0 ¼ 0.022).

However, according to Stanley and Doucouliagos (2014), these

analyses show that the U–I relationships have a small-size effect on

firms’ performance, so we will analyse two subsamples to address

specific effect size on different outcomes and, after that, account for

other explanatory variables which can be a source of heterogeneity.

4.4 Patents and innovative sales as effect size
To gain further insight into the size of the U–I relationship effect on

firms’ performance, we analyse the impact of the collaboration in

technical and economic subsamples as well as the implications for

patent generation (twenty-eight observations) and innovative sales

growth (forty-four observations). The former is selected as the repre-

sentative for technical outcome and the latter for an economic one.

Using these comparable dependent variables between primary stud-

ies, we analyse the effect size without primary studies of both sub-

samples are plotted against their inverse standard error in Fig. 2.

To check for the existence of a real effect on patent generation

and innovative sales, we use the FAT-PET-PEESE approach by

Table 2. FAT–PET–PEESE.

(1)FAT

(a1 ¼ 0)WLS

(2)PET

(a0 ¼ 0)WLS

(3)PEESE

(c0 ¼ 0)WLS

(4)FAT (a1 ¼ 0)

Cluster Robust

(5)PET (a0 ¼ 0)

Cluster Robust

Coef. 1.083*** 0.013** 0.022*** 1.083* 0.012

95% CI 0.386 to 1.780 0.003 to 0.023 �0.740 to 2.520 �0.897 to 2.255 �0.008 to 0.033

t-value 3.07 2.40 5.56 1.85 1.24

Notes: The dependent variable is partial correlations. Coef. is the estimated coefficient. 95% CI offers the interval confidence at 95%. t-value is the t-statistic of

the estimate. FAT–PET estimates (columns 1–2 and 4–5) are based in Equation (4) using unrestricted WLSs (columns 1 and 2) and cluster-robust standard errors

(columns 4 and 5). PEESE estimate (column 3) are based in Equation (5) using unrestricted WLSs. FAT tests the presence of publication selection bias, PET and

PEESE estimates, and tests the effect of U–I relationship on firm’s performance corrected for publication selection bias. *P< 0.1; **P< 0.05; ***P< 0.01.

Figure 1. Funnel plot, partial correlations of U–I relationship impact.
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estimating Equations (3) and (4). Here, r stands for the coefficient

reported in the literature and SEi for its standard error. In this

model, the estimated size directly gives the impact representative of

each subsample. Table 3 reports the estimates.

Compared with the full-sample estimates for effect estimates

reported in Table 2, these subsample estimates of the FAT test pro-

vide weaker evidence of publication bias on patent subsample and a

relatively high bias regarding the innovative sales subsamples.

Moreover, in Table 2, the estimated impact of U–I cooperation on

firm’s performances was lower compared with the one reported on

patent generation in Table 3 (â ¼ 0.153) and higher compared with

the impact on innovative sales (â ¼ �0.055). PET and PEESE esti-

mations let us conclude the existence of the robust real medium-size

effect of U–I collaboration on firms’ patent generation and a nega-

tive or non-significant effect on the sales growth of innovative

products.

4.5 Multiple MRA
Several researchers who analyse U–I relationships and firm’s per-

formances emphasize that the estimated effect depends on the study

attributes such as output measure, data span, type of firms analysed,

and even information source (Perkmann and Walsh 2007; Vivas and

Barge-Gil 2015). The characteristics of each study generate an

intrinsic heterogeneity in our basic MRA. To determinate whether

the research context influences the practical effect, we conducted a

multivariate regression analysis. The hypothesized sources of this

excess heterogeneity are incorporated into Equation (5) as ‘moder-

ator variables’, in order to obtain a better understanding of the vari-

ation of the estimated effects size. However, only those research

dimensions present in at least five primary studies are specified in

our MRA model, which can be expanded as follows:

ri ¼ b0 þ
X

bkZki þ b1SEi þ
X

djiSEiKki þ ei (5)

In this model (Equation 5), a0 from Equation (3) is replaced by

b0 þ bkZki, where the Z variables represent heterogeneity. The

SEiKki terms constitute any factor related to publication bias or the

researches’ inclination to report a statistically significant positive U–

I collaboration effect. The classification into Z- and K-variables is

not exempt from the debate, as Dimos and Pugh (2016) and

Valickova et al. (2015) point out; the classification done by Stanley

and Doucouliagos (2012: 91) is to some degree arbitrary. Stanley

et al. (2018) noticed that, and in recent articles, they relaxed their

point of view, considering that some methodological study charac-

teristics could be related to the publication bias.

We consider as Z-variables those related with the primary study

characteristics like the type of U–I relationship studied or the

Table 3. FAT–PET–PEESE—new patents and innovative sales as effect sizes.

(1)FAT

(a1 ¼ 0) WLS

(2)PET

(a0 ¼ 0)WLS

(3)PEESE

(c0 ¼ 0) WLS

(4)FAT (a1 ¼ 0)

Cluster Robust

(5)PET (a0 ¼ 0)

Cluster Robust

New patents

(k¼ 28)

0.907*

[�0.160 to 1.975]

t¼ 1.75

0.153***

[0.100 to 0.204]

t¼ 6.01

0.170***

[0.134 to 0.206]

t¼ 9.72

0.907

[�1.211 to 3.026]

t¼ 0.95

0.153***

[0.834 to 0.221]

t¼ 4.96

Innovative

sales (k¼ 44)

1.538***

[0.501 to 2.574]

t¼ 2.99

�0.055**

[�0.105 to �0.006]

t ¼ �2.25

�0.139

[�0.058 to 0.030]

t ¼ �0.63

1.538

[�0.869 to 3.944]

t¼ 1.35

�0.055

[�0.163 to 0.052]

t ¼ �1.09

Notes: The dependent variable is the reported coefficient by the primary study. The ‘New Patents’ subsample is formed by twenty-eight observations from

eleven studies and the ‘Innovative Sales’ subsample is formed by forty-four observations from seventeen studies. First the estimated coefficient is reported, between

brackets are the interval confidence at 95% and finally, t¼ is the t-statistic of the estimate. FAT–PET Estimates (columns 1–2 and 4–5) are based in Equation

(4) using unrestricted WLSs (columns 1 and 2) and cluster-robust standard errors (columns 4 and 5). PEESE estimate (column 3) are based in Equation (5) using

unrestricted WLSs. FAT tests the presence of publication selection bias, PET, and PEESE estimates and tests the effect of U–I relationship on firm’s performance

corrected for publication selection bias. *P< 0.1; **P< 0.05; ***P<0.01.

Figure 2. Funnel plot, reported coefficients of U–I relationship impact on firm’s new patents and innovative sales.
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methodological characteristics. These variables have a direct influ-

ence on the effect size, ceteris paribus. K-variables are those which

address special attributes of the sample and not all the primary stud-

ies have focused on them (types of firms: Innovative, High Tech.,

Manufacturing, and SME) and which we used as control variables—

with caution (Dimos and Pugh 2016: 808). Due to its relevance, we

also consider whether the source of the data is the Community

Innovation Survey or other CIS-based questionnaire as a

K-moderator variable (CIS Data). Z- and K-variables could influ-

ence the research towards reporting a statistically significant positive

effect due to ‘a priori’ bias influence based on the sample character-

istics or in ‘posteriori’ bias due to the interest in publishing it.

Table 4 lists all the Z/K moderators that are coded and investi-

gated in this study. Specifically, we examined differences in the type

of U–I relationship by means of dummy variables coded Partnership

Research as the omitted variable in our MRA model. The second

type of moderator variable concerned is the kind of research

partner: Research and Technology Organizations category is used

as the reference variable. The third type of moderator variable

involved is related to the sort of impact. Economic outcome is used

as the reference variable among other moderator variables driven

by the parametric method, and regional effects are also taken into

account.

According to Stanley et al. (2018), we follow the general-to-spe-

cific modelling approach in our model WLS-MRA (Columns 1–3),

validated through a robust-standard estimation (Columns 2–4).

Table 5 shows the results of our WLS-MRA model for a holdout-

(Columns 1 and 2) and a within-sample (Columns 2–4). This table

presents the set of moderator variables that were included in the

final sample of the general-to-specific model WLS approach.

We now focus on the previously analysed variables selected by

the theoretical framework related to the collaboration characteristic.

We show that there is a publication bias in the literature based on

the outcome, the research partner, and the type of relationship.

Technical outcome (0.080) has a statistically significant positive ef-

fect. If we focus on the kind of research partner, we demonstrate

that single collaboration with HEIs (�0.035) or RIs (�0.037) have

a negative influence compared with the general group research and

Table 4. Variables, Z/K moderators, means, and standard deviations

Variable Description Z/K Mean SD

PCC is the PCC of U–I collaboration and firm performance 0.044 0.104

SEpcc is the standard error of the estimated partial correlation 0.035 0.025

Type of impact Technical impact ¼1, if estimate comes from technical impact, 0 otherwise Z 0.665 0.473

Economic impact ¼1, if estimate comes from economic impact, 0 otherwise Z 0.335 0.473

Type of relationship Research partnership ¼1, if estimate comes from U–I collaboration research, 0 otherwise Z 0.884 0.321

Service research ¼1, if estimate comes from U–I contract research, 0 otherwise Z 0.116 0.321

Type of research

partner

HEI ¼1, if estimate uses data from a relationship with HEIs. Z 0.474 0.501

RI ¼1, if estimate uses data from a relationship with RIs, 0 otherwise Z 0.092 0.291

Research and

technology org.

¼1, if estimate uses data from a relationship with RTOs, 0 otherwise Z 0.434 0.497

Regional effects European Union ¼1, if estimate uses data from European Union, 0 otherwise Z 0.578 0.495

USA ¼1, if estimate uses data from USA, 0 otherwise Z 0.127 0.334

UK ¼1, if estimate uses data from UK, 0 otherwise Z 0.087 0.282

China ¼1, if estimate uses data from China, 0 otherwise Z 0.162 0.369

Japan ¼1, if estimate uses data from Japan, 0 otherwise Z 0.012 0.107

South Korea ¼1, if estimate uses data from South Korea, 0 otherwise Z 0.023 0.151

Estimation

characteristics

Control sector ¼1, if estimate controls for firm sector, 0 otherwise Z 0.532 0.500

Control size ¼1, if estimate controls for firm size, 0 otherwise Z 0.555 0.498

Control R&D ¼1, if estimate controls for firm R&D activities, 0 otherwise Z 0.711 0.455

Control age ¼1, if estimate controls for firm age, 0 otherwise Z 0.434 0.497

Control gov. support ¼1, if estimate controls for government supported projects, 0

otherwise

Z 0.035 0.184

Homogeneity ¼1, if estimate comes from a homogeneity firm sample, 0 otherwise Z 0.116 0.321

Endogeneity ¼1, if estimate controls for endogeneity problems, 0 otherwise Z 0.081 0.274

OLS ¼1, if OLS method is used for the estimation, 0 otherwise Z 0.445 0.498

Probit ¼1, if Probit method is used for the estimation, 0 otherwise Z 0.179 0.385

Logit ¼1, if Logit method is used for the estimation, 0 otherwise Z 0.145 0.353

Other methods ¼1, if other methods are used for the estimation, 0 otherwise Z 0.254 0.437

Cross sectional ¼1, if study uses cross sectional data to estimate, 0 otherwise Z 0.474 0.501

Panel ¼1, if study uses panel data to estimate, 0 otherwise Z 0.289 0.455

Pooled cross sectional ¼1, if study uses pooled cross-sectional data to estimate, 0 otherwise Z 0.237 0.426

Log ¼1, if Log. transformation is applied for the dependent variable, 0

otherwise

Z 0.353 0.479

CIS data ¼ if estimate uses data from CIS based survey, 0 otherwise Z/K 0.434 0.497

Type of firms Manufacturing firms ¼ if estimate uses data from manufacturing firms only, 0 otherwise Z/K 0.162 0.369

High-tech firms ¼ if estimate uses data from high tech. sector firms only, 0 otherwise Z/K 0.370 0.484

Innovative firms ¼ if estimate uses data from innovative firms only, 0 otherwise Z/K 0.046 0.211

SME firms ¼ if estimate uses data from small or medium firms only, 0 otherwise Z/K 0.162 0.369
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technology organizations. Service Research (0.044) is positive, sig-

nificant in WLS estimation. Being cautious, we can assert that uni-

versity consulting or contract research activity for firms has a

positive effect (0.044) on firm performance compared with research

partnerships.

Following Dimos and Pugh (2016), we also analyse the effect

produced by the firm characteristic. This specific effect influences

the PCC and even the publication bias. If primary studies samples

are formed only by innovative firms (Innovative Firms, �0.025), the

MRA analysis shows a negative effect on the PCC. And, samples

only formed by Manufacturing firms interact with the standard

error SEppc (Manufacturing Firms * Sepcc, 0.038), resulting in

authors having more possibility of publishing when they analyse this

type of firm.

Moderator variables of regional effects are significant for the

European Union and the USA. The former shows a positive impact

(0.021) and the latter, a negative one (�0.031). Moderator varia-

bles of firm control such as Age (�0.039), R&D activities

(�0.048), and Sector (�0.066), provide a small partial correlation

effect which implies little practical value. In this estimation, only

controlling for Government support (0.066) has a positive impact

on effect size. In short, we can affirm that controlling for firms’ age

and R&D activities and industry has a negative practical value in

the studies’ regressions, and controlling for government support of

the collaboration increased the partial correlation effect estimates.

Moderator variables of the primary studies estimation method

show that the primary studies control for Endogeneity has statistically

significant positive effects (0.041). Based on this last result, we can as-

sert that controlling for the endogeneity problem (i.e., mostly used lag

variables) increases the U–I collaboration effect reported. Also, analy-

sing the estimation method used in the primary studies results show the

log base (�0.038) has a significant adverse impact on the estimation as

does also the use of the Logit (�0.038) estimation method.

Finally, our omission of Barge-Gil and Modrego (2011) provides

an opportunity to see if our MRA model provides accurate predict-

ive or explanatory ability. If a meta-regression model is genuinely

explanatory, it captures some true relationship to the underlying ef-

fect investigated, which can be used to forecast future performance.

Unfortunately, this is not the case for the multiple WLS-MRA model

reported in Column 1, Table 5. The mean absolute deviation

(MAD) for the holdout sample of fifty-one studies of U–I collabor-

ation on economic growth is 24% larger than the within-sample

MAD (0.058 versus 0.047) and the RMSE is quite similar (0.036

versus 0.035). However, as the adjusted R2 is near 0.50, the above

results regarding the causes of heterogeneity should be interpreted

cautiously.

5. Discussion

Our MRA serves to review the reported effects of U–I relationship

on firms’ performance, analysing the parametric quantitative litera-

ture on the subject over the past quarter of the century. Our basic

MRA and multiple MRA offer essential findings of the literature

that need to be analysed carefully.

First, the analysis of the weighted average shows that the real

effects of this collaboration on the company’s performance are posi-

tive, though small. This effect has been statistically proven through

the FAT-PET-PEESE approach. These tests confirm that there is a

publication bias in the primary studies and that this heterogeneity in

the reported effects should be deepened. Moreover, analysis of the

effect size measured as new patent and innovative sales confirms

Table 5. Multiple WLS-MRA of U–I collaboration effects MRA—Equation (5).

Variables Holdout sample Within Sample

(1)WLS (2)Cluster robust (3)WLS (4) Cluster Robust

Technical output 0.080*** (0.011) 0.058*** (0.011) 0.116*** (0.016) 0.090*** (0.019)

HEIs �0.035*** (0.011) �0.018** (0.008) �0.048*** (0.012) �0.021* (0.012)

RIs �0.037** (0.014) �0.058*** (0.016) �0.030* (0.015)

Service research 0.044** (0.022)

Innovative firms �0.025** (0.011) �0.016* (0.009) �0.021* (0.011)

European Union 0.021* (0.011)

USA �0.031* (0.017) �0.022* (0.011) �0.053*** (0.015) �0.042*** (0.013)

Control age �0.039*** (0.012) �0.051*** (0.014) �0.072*** (0.014) �0.070*** (0.019)

Control R&D �0.048*** (0.013) �0.056*** (0.017) �0.057*** (0.012) �0.048*** (0.014)

Control sector �0.066*** (0.013) �0.027** (0.012) �0.048*** (0.010) �0.037** (0.017)

Control gov. support 0.066* (0.034)

Endogeneity 0.041*** (0.014) 0.027*** (0.009)

Log �0.038*** (0.014) �0.041*** (0.015) �0.046*** (0.012) �0.047*** (0.013)

Logit �0.031** (0.014) �0.056*** (0.015) �0.043* (0.024)

Manufacturing firms * SEpcc 0.038*** (0.010)

SEpcc 1.166*** (0.402)

Intercept 0.048** (0.024) 0.104*** (0.018) 0.156*** (0.020) 0.142*** (0.036)

Number of observations 173 173 171 171

Number of studies (clusters) 51 50

R2 0.491 0.418 0.518 0.503

AIC �646.613 �644.012 �646.613 �644.012

BIC �599.488 �603.171 �599.488 �603.171

Notes: The dependent variable is PCCs. Standard errors are reported in parenthesis. See Table 4 for variable definitions. *P< 0.1; **P< 0.05; ***P< 0.01.
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that there is a real medium effect on companies’ technical and

negative or no significant impact on economic performance.

Second, an analysis of the causes of heterogeneity confirms that

the works which analyse the relationship between research and tech-

nology organizations and firms report more significant results than

those which examine the relationship only with HEIs or RIs. The ex-

istence of a small number of papers in the sample that focus on RIs

could be the cause of that negative effect. Even so, being cautious,

we can interpret the variable that partially collects them as a proxy

for the real impact generated by this type of organization. RTO are

more oriented towards applied science projects with market orienta-

tion (Teirlinck and Spithoven, 2012).

The idea, that primary works which analyse more finalization-

orientated relationships report higher results, is not accepted.

Research partnership has often been pointed out as difficult cooper-

ation between two different cultures which can generate problems

of adaptation. However, in modern times inter-organizational co-

operation has solved these problems, establishing clear objectives

(Estrada et al. 2016). Also, it should also be noted that innovative

firms are often analysed as the main important firm partner.

However, our results show that non-innovative firms could

benefit the most, more than those which use the collaboration only

as a window to scientific knowledge and scientific personal.

Collaborative outcomes are fully exploited by established companies

and universities (Almeida et al. 2011).

6. Conclusion

The broad interest in U–I collaboration is understandable.

Innovation literature is based on models that give this relationship a

prominent place (Bozeman et al. 2013). However, none of the re-

search yields unambiguous conclusions to the effect of U–I relation-

ship on firms’ performance. We conducted a MRA of the literature

since 1995—comprising fifty-one primary studies—to identify the

genuine representative effect established by this literature, after

controlling for publication bias and sources of heterogeneity.

In this MRA, we analyse a group of studies which evaluates

the impact of the U–I relationship on firms’ performance. The het-

erogeneity between them is reflected in our literature review and

meta-regression variables. Moreover, as there is no standard effect

measurement in the literature, we transform the heterogeneous

reported coefficients into PCCs. Using this effect-size standard meas-

ure and applying MRA, we can affirm that there is a genuine empir-

ical effect beyond publication bias. This result is a contribution that

complements previous literature reviews, which do not check for

publication bias nor could estimate a genuine representative effect

beyond publication bias.

Table 2 shows that positive publication bias exists, which may

reflect the asymmetric weight of theory in this literature in reporting

positive outcomes. In any case, estimation by meta-regression of the

genuine effect identified a ‘small’ positive effect after accommodat-

ing for publication bias. However, PCC is a standard measure yet

not one of economic effect.

To provide a direct measure of impact on firms’ performance,

we analyse two subsamples of studies which analyse patent gener-

ation and innovative sales growth as examples of technical and eco-

nomic outcomes. As both outcome measures are commonly used in

the literature, the estimation of a genuine effect does not require any

transformation, and the results can be interpreted from an impact

perspective. Although the samples are small, the models diagnose

satisfactorily and show that U–I cooperation has a significant me-

dium-size effect on patent generation and small negative effect on in-

novative sales.

In sum, our MRA findings reject the negative effect of this co-

operation on firms’ performance, although the average effect is

small. While the lack of evidence for substantial results might be dis-

appointing for policymakers, this suggests that this may be typical

of innovation policies. U–I collaboration is an important part of the

innovative process, but it depends on the capacity that the firms

have to absorb external knowledge. This conclusion contributes to

the policy debate by identifying a representative U–I collaboration

effect from the large and complex open-innovation literature.

U–I relationships contribute to companies’ performance through

technical outcomes rather than economic ones. We find that the U–I

relationships need to orientate the analysis to the qualitative aspects

which can address the individual differences for increasing outcome

performance. This analysis could be especially important when col-

laborative research is implemented as part of a broader open-innov-

ation policy to achieve projects which produce not only positive

effects for firms, but also positive spillovers for all of society (Jaeger

and Kopper 2014).

Our results also have implications for research practice and the

interpretation of findings in this literature. Multiple MRA contra-

dicts main-stream thought. They reveal that finalization-orientated

relationships and innovative firms do not increase the impact on the

estimated effect size. Now it is accepted that the ‘third mission’ must

be a fundamental part of a research organizations’ future activities.

Our findings suggest that non-innovative firms could benefit the

most if the relationship is boosted with public funds.

In any case, the overall impact of a U–I relationship is underesti-

mated by this evaluation literature because a knowledge spillover ef-

fect is not accounted for. Firms might benefit from U–I relationships

in a way that cannot be captured by traditional measurements. If so,

the lack of substantial effect identified in this MRA may not fully

capture the quality of the outcome (Zahringer et al. 2017). This pos-

sibility is consistent with the negative influence on the estimated ef-

fect size of using logit models to evaluate collaboration effects,

because the logit model is only used to measure binary outcomes.

Furthermore, this work also faced certain limitations, such as the

fact that the sample of quantitative parametric enterprise-level stud-

ies is smaller than that of qualitative studies or semi-parametric

ones. First, studies carried out in the past tend not to report the coef-

ficient of effect or standard error, and, to be strict regarding the

meta-analysis, they have not been counted so as not to introduce

any type of bias on the part of the researcher when it comes to quan-

tifying them. Second, the extended use of a CIS-based survey limited

the analysis of the effects of each type of scientific partner; we suf-

fered a certain heterogeneity on our classifications because there is

no unified perspective of what collaboration with universities or sci-

entific partners is. Third, the standard ‘general-to-specific’ approach

(Stanley and Doucouliagos 2012: 90) could generate some false cer-

tainty about the ‘best model’ selected (Steel 2020).

To address these limitations, we propose that future works move

towards mixed-analyses which can simultaneously address quantitative

and qualitative aspects. These approaches have an opportunity to ana-

lyse the heterogeneity produced by different scientific partners beyond

our classification. For example, it would be interesting to know how

the RTOs differ among them or how the Technical Universities differ

from other HEIs. Also, a quantitative approach would permit address-

ing specific time and subnational effects in those regions which have re-

cently modified their scientific institutional frame (e.g., UK REF or
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Nordic FOKUS). In addition, we encourage future MRA studies of

approaches to continue developing other types of model selection, such

as Bayesian model averaging approaches (Steel 2020) or other non-

parametric approaches (Havranek and Sokolova 2020).

Finally, taking these caveats into account, our results provide

food for thought about the role played by the U–I interactions on a

firm’s performance. We offer a measurement of the effect size and

an explanation about what variables increase the effect size esti-

mate. Science-based innovation is an important factor for economic

growth. Firms engaging in scientific partnerships innovate more.

However, our results raise questions about how firms’ internal dy-

namic or characteristics could improve the results of cooperation to

maximize their performance and create more value. These results

represent a challenge for academics, practitioners, and decision-

makers in their quest to design policies and strategies that would

create more adequate conditions and environments for firms to per-

form better and be more competitive.
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Knowledge Flows: The Moderating Role of Absorptive Capacity’, Research

Policy, 38/1: 96–105.

Estrada, I., Faems, D., Martin Cruz, N. et al. (2016) ‘The Role of Interpartner

Dissimilarities in Industry–University Alliances: Insights from a

Comparative Case Study’, Research Policy, 45/10: 2008–22.

Etzkowitz, H. and Leydesdorff, L. (2000) ‘The Dynamics of Innovation: From

National Systems and “Mode 2” to a Triple Helix of University–

Industry–Government Relations’, Research Policy, 29/2: 109–23.

*Fabrizio, K. R. (2009) ‘Absorptive Capacity and the Search for Innovation’,

Research Policy, 38/2: 255–67.

*Faems, D., Van Looy, B., and Debackere, K. (2005) ‘Interorganizational

Collaboration and Innovation: Toward a Portfolio Approach’, Journal of

Product Innovation Management, 22/3: 238–50.

*Fernandes, C. I. and Ferreira, J. J. M. (2013) ‘Knowledge Spillovers: Cooperation

between Universities and KIBS’, R&D Management, 43/5: 461–72.

*Fey, C. F. and Birkinshaw, J. (2005) ‘External Sources of Knowledge,

Governance Mode, and R&D Performance’, Journal of Management, 31/4:

597–621.

Freeman, R. E. and Reed, D. L. (1983) ‘Stockholders and Stakeholders: A

New Perspective on Corporate Governance’, California Management

Review, 25/3: 88–106.

*Frenz, M. and Ietto-Gillies, G. (2009) ‘The Impact on Innovation

Performance of Different Sources of Knowledge: Evidence from the UK

Community Innovation Survey’, Research Policy, 38/7: 1125–35.

*Fu, X. and Li, J. (2016) ‘Collaboration with Foreign Universities for

Innovation: Evidence from Chinese Manufacturing Firms’, International

Journal of Technology Management, 70/2: 3: 193–217.
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Appendix 1

Table A1. Keywords and search strings.

Category Keywords

University Universit* OR HEI* OR Higher Education OR Academ* OR Research*

Industry Firm* OR Enterprise* OR ‘Private Sector’ OR Industr* OR SME* OR Compan*

Relationship Link* OR Relation* OR Cooperat* OR Collaborat* OR External OR Partner* OR Alliance

Activity Innovat* OR R&D OR research OR transfer* OR support OR consultan*

Impact Effect* OR impact* OR assess* OR evaluat*
• Search String 1: 26 November 2019
• Web of Science: 14.344 Results
• Scopus: 2.547 Results

• TOPIC: (Effect* OR impact* OR assess* OR evaluat*) AND TOPIC: (Firm* OR Enterprise* OR

‘Private Sector’ OR Industr* OR SME* OR Compan*) AND TOPIC: (Link* OR Relation* OR

Cooperat* OR Collaborat* OR External OR Partner* OR Alliance) AND TOPIC: (Innovat* OR

R&D OR research OR transfer* OR support OR consultan*) AND TOPIC: (Universit* OR HEI*

OR Higher Education OR Academ*)
• Index ¼ SCI-EXPANDED, SSCI, A&HCI, CPCI-S, CPCI-SSH, BKCI-S, BKCI-SSH, ESCI, CCR-

EXPANDED, IC TIME PERIOD ¼ ALL YEARS

• Search String 2: 26 November 2019
• Web of Science: 6.585 Results
• Scopus: 1.584 Results

• TOPIC: (Effect* OR impact* OR assess* OR evaluat*) AND TOPIC: (Firm* OR Enterprise* OR

‘Private Sector’ OR Industr* OR SME* OR Compan*) AND TOPIC: (Link* OR Relation* OR

Cooperat* OR Collaborat* OR External OR Partner* OR Alliance) AND TOPIC: (Innovat* OR

R&D OR research OR transfer* OR support OR consultan*) AND TOPIC: (Universit* OR HEI*

OR Higher Education OR Academ*)
• Refined by: WEB OF SCIENCE INDEX: (WOS.SSCI OR WOS.SCI) AND TYPE OF

DOCUMENTS: (ARTICLE) AND LANGUAGE: (ENGLISH)
• INDEX ¼ SCI-EXPANDED, SSCI. TIME PERIOD ¼ ALL YEARS

• Search String 3: 26 November 2019
• Web of Science: 5.214 Results
• Scopus: 1.327 Results

• TOPIC: (Effect* OR impact* OR assess* OR evaluat*) AND TOPIC: (Firm* OR Enterprise* OR

Private Sector OR Industr* OR SME* OR Compan*) AND TOPIC: (Link* OR Relation* OR

Cooperat* OR Collaborat* OR External OR Partner* OR Alliance) AND TOPIC: (Innovat* OR

R&D OR research OR transfer* OR support OR consultan*) AND TOPIC: (Universit* OR HEI*

OR Higher Education OR Academ*)
• Refined by: LANGUAGE: (ENGLISH) AND TYPE OF DOCUMENTS: (ARTICLE) AND (32 Sub

Area)
• INDEX ¼ SCI-EXPANDED, SSCI. TIME PERIOD ¼ ALL YEARS
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Table A.2. List of search string subareas.

1. Agriculture;

2. Automation and Control Systems;

3. Biotechnology and Applied Microbiology;

4. Business and Economics; Chemistry;

5. Communication; Computer Science;

6. Construction and Building Technology;

7. Demography;

8. Education and Educational Research;

9. Energy and Fuels;

10. Engineering;

11. Environmental Sciences and Ecology;

12. Fisheries;

13. Food Science and Technology;

14. Government and Law;

15. Information Science and Library Science;

16. International Relations;

17. Instruments and Instrumentation;

18. Materials Science;

19. Medical Laboratory Technology;

20. Nuclear Science and Technology;

21. Operations Research and Management Science;

22. Physics;

23. Public Administration;

24. Science and Technology—Other Topics;

25. Social Issues or Geography;

26. Social Sciences—Other Topics;

27. Sociology;

28. Sport Sciences;

29. Telecommunications;

30. Urban Studies.
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